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Most commonly used approaches to developing automated or artificially intelligent algorithmic systems
are Big Data-driven and machine learning-based. However, these approaches can fail, for two notable reasons:
(1) they may lack critical engagement with users and other stakeholders; (2) they rely largely on historical
human judgments, which do not capture and incorporate human insights into how the world can be improved
in the future. We propose and describe a novel method for the design of such algorithms, which we call Value
Sensitive Algorithm Design. Value Sensitive Algorithm Design incorporates stakeholders’ tacit knowledge and
explicit feedback in the early stages of algorithm creation. This increases the chance to avoid biases in design
choices or to compromise key stakeholder values. Generally, we believe that algorithms should be designed
to balance multiple stakeholders’ needs, motivations, and interests, and to help achieve important collective
goals. We also describe a specific project “Designing Intelligent Socialization Algorithms for WikiProjects
in Wikipedia” to illustrate our method. We intend this paper to contribute to the rich ongoing conversation
concerning the use of algorithms in supporting critical decision-making in society.
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1 INTRODUCTION
Automated and artificially intelligent algorithmic systems assist humans in making important
decisions across a wide variety of domains. Examples include: helping judges decide whether
defendants should be detained or released while awaiting trial [11, 42], assisting child protection
agencies in screening referral calls [10], and helping employers filter job resumes [53]. Intelligent
algorithms are also used to “govern” digital worlds. For example, inWikipedia, various sophisticated
tools are used to automatically assess the quality of edits and to take appropriate actions such as
reverts [24].

Most of these decision-making or decision-supporting algorithms are developed using machine
learning-based approaches, with a training process that automaticallymines patterns from historical
data. However, there is an emerging body of literature identifying ways that this approach might
fail. First, automation may worsen engagement with key users and stakeholders. For instance, a
series of studies have shown that even when algorithmic predictions are proved to be more accurate
than human predictions, domain experts and laypeople remain resistant to using the algorithms
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[15, 16, 45]. Second, an approach that largely relies on automated processing of historical data
might repeat and amplify historical stereotypes, discriminations, and prejudices. For instance,
African-American defendants were substantially more likely than Caucasian defendants to be
incorrectly classified as high-risk offenders by recidivism algorithms [2], and Google Ads displayed
more high-paying jobs for male users than for female users [14]. These automated algorithmic
tools can cause unintended negative societal and community impacts. For instance, good-faith
newcomers left the Wikipedia community in droves after their edits were reverted by algorithmic
tools [29].

One possible way to address these issues is to increase human influence on automated algorithmic
systems. Researchers have proposed frameworks like “human-in-the-loop” [64] and “society in
the loop” [34, 57], suggesting that the judgment of individuals or the society as a whole should be
embedded into automated algorithmic systems. In this paper, we propose a novel method called
Value-Sensitive Algorithm Design, which engages relevant stakeholders in the early stages of
algorithm creation and incorporates stakeholders’ tacit values, knowledge, and insights into the
abstract and analytical process of creating an algorithm. Value-Sensitive Algorithm Design aims
to use human insights to guide the creation of automated algorithms, with the goal of increasing
stakeholder acceptance and engagement, reducing potential biases in design choices, and preventing
compromise of important stakeholders’ values.

To illustrate the method, we describe in detail a case study we conducted in English Wikipedia
to develop an algorithmic recruitment system for WikiProjects. WikiProjects are self-organized
groups of Wikipedia contributors working together to improve coverage of specific topics. They
serve as important hubs for editors to seek help and find collaborators, guide and organize editors’
work, and offer protection against unwarranted reverts and edit wars [20, 78]. Despite the benefits
WikiProjects provide, participation has been declining. While the number of WikiProjects reached
a peak of about 2,157, as of July 2017 there were only 506 active WikiProjects, and only 12% of them
had more than 10 active members1. If WikiProjects can serve as a socialization hub, this benefits
Wikipedia as a whole, since socializing and retaining editors is a well-recognized problem [27].
Thus, our system aims to help WikiProjects identify and recruit suitable new members.

We followed our 5-step approach Value-Sensitive Algorithm Design method to create a value-
sensitive recruitment algorithm for WikiProjects:
(1) We review literature and conduct empirical studies to understand relevant community stake-

holders’ motivations, values, and goals, and identify potential trade-offs.
(2) Based on the results of the first step, we identify algorithmic approaches and create prototype

implementations.
(3) We engage and work closely with the community to identify appropriate ways to deploy our

algorithms, recruit participants, gather feedback, etc.
(4) We deploy our algorithms, gather stakeholder feedback, and refine and iterate as necessary.
(5) We evaluate stakeholders’ acceptance, algorithm accuracy, and impacts of the algorithms on

the community.
Findings from our nine-month design, deployment, iteration, and evaluation process include:
• Our algorithmic tool was well received by the community;
• 16 organizers representing 18 WikiProjects actively used the tool. During the six-month pe-
riod, these organizers received 385 newcomer recommendations and sent out 100 invitations.

• Inexperienced editors and experienced editors were equally invited by the project organizers
through the recruitment algorithms.

1We consider a WikiProject active if there were more than 10 edits made on any related project pages or talk pages of that
WikiProject in the previous month, and an editor active if the editor made more than 5 edits in the previous month.
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• Experienced newcomers who received invitations from project organizers had a significant
increase in their within-project activities over the baseline group.

After presenting the case study, we reflect on the lessons and challenges for the Value-Sensitive
Algorithm Design method that the case study helped reveal. The fundamental goal of our method
is to contribute to the ongoing conversation concerning the use of algorithms in supporting critical
decision-making in our society.

2 RELATEDWORK
As algorithms have become increasingly embedded throughout society, evidence has emerged
suggesting that many of them have normatively problematic outcomes [62]. For example, racial mi-
norities might be less likely to find housing via algorithmic matching systems [18]; algorithmically-
controlled personalized job matching algorithms might restrict the information available for use by
the economically disadvantaged [71]; online markets might unfairly make goods more expensive
for particular demographics or particular geographic locations [72]. Studies also suggest evidence
of racial discrimination in recidivism prediction algorithms [2] and gender bias in Google ads [14].
Researchers have called for the development of systematic methods to detect and fix bias and

in existing algorithms [62]. Fairness-aware (or discrimination-aware) machine learning research
attempts to translate non-discrimination notions mathematically into formal constraints and
develop models that take such constraints into account. Zliobaite [80] summarizes three main
approaches to applying constraints in algorithmic systems: training data pre-processing, model post-
processing, and model regularization. Data pre-processing modifies historical data such that it no
longer contains unexplained differences across protected and unprotected groups [19, 25, 36, 38, 47].
Model post-processing produces a standard model and then modifies this model to obey non-
discrimination constraints [7, 26, 37]. Model regularization forces non-discrimination constraints
during the model learning process [6, 37, 39].
Despite the mathematical rigor of these approaches, the results of an interview study with 27

public sector machine learning practitioners across 5 OECD countries [73] suggest a disconnect
between the current discrimination-aware machine learning research and organizational and insti-
tutional realities, constraints and needs; this disconnect is likely to undermine practical initiatives.
Researchers have proposed frameworks like “society in the loop” [34, 57] and suggest that the
judgment of society as a whole should be embedded into the automated algorithmic systems.
However, we lack practical guidance on how to transform understanding of human values and
needs, and organizational and societal realities and constraints into the algorithm design process.
We propose a novel method of creating intelligent algorithms — Value-Sensitive Algorithm

Design — to address this gap. This method engages stakeholders in early stages of algorithm design
and considers human values throughout the design process in a principled and comprehensive
manner.

3 METHOD OVERVIEW: VALUE-SENSITIVE ALGORITHM DESIGN
The goal of Value-Sensitive Algorithm Design is to balance multiple stakeholders’ values and help
achieve collective goals. We begin by considering the notion of “value”. We define value as “what
a person or group of people consider important in life” [3]. We interchangeably use the terms
motivations, perspectives, needs, and interests.

Our method draws on the principles of user-centered system design [55], value sensitive design
[23], and participatory design approaches [51]. Value Sensitive Design (VSD) is a tripartite method-
ology, consisting of iteratively applied conceptual, empirical, and technical investigations. The
goal is to prevent biases in decision-making or compromises in relation to important user values
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[3]. The research through design approach suggests that researchers should take “real knowledge”
from empirical analysis, “true knowledge” from models and theories of human behavior, and “how
knowledge” (the latest technical possibilities) to ideate new systems and technologies and generate
reusable knowledge [79]. Our contribution is to transform these design methods created in the
context of product or interface design into the context of algorithm design.

The method consists of five steps:
• Step 1: Understand stakeholders. The first step is to identify relevant stakeholders (e.g.,
people who will use the algorithmic tool and people who will be affected by the algorithmic
outcomes), and understand stakeholders’ motivations, values, and goals.

• Step 2: Identify algorithmic approaches and create prototypes. Once the stakehold-
ers have been identified and a thorough investigation of their values has been conducted,
designers can identify algorithmic approaches and develop prototype implementations.

• Step 3: Define methods for working with the community. The third step is to identify
appropriate ways to deploy the algorithmic prototypes, recruit participants, and gather
feedback.

• Step 4: Deploy, refine and iterate the algorithms. The fourth step is to collect stakeholder
feedback and refine the algorithmic prototypes in an interactive iterative process.

• Step 5: Evaluate algorithms’ acceptance, accuracy, and impacts. The evaluation of
the algorithm aims to capture a wide range of factors involved in the real-world multi-
stakeholder problem. Specifically, we will evaluate algorithmic tools based on (i) whether they
are acceptable to the stakeholders’ values, (ii) whether they accurately solve community
problems, and (iii) whether they have positive impacts on the community’s outcomes and
dynamics (we call this AAI evaluation).

Comparison with machine learning-based approach. The most widely-used approaches to
develop decision-making or decision-supporting algorithms are driven by Big Data and are machine
learning-based. The first step in the process is to define a prediction target. This might consist of
whether the defendant will commit a crime if released; whether the child will be removed from
the home and placed in care, or whether a job applicant will receive or accept a job offer and
be retained for a long time. The second step in the process of developing the algorithm is to use
historical data, often in large volumes, for the purpose of training and validating the machine
learning models. Finally, the validated models are applied to new data from incoming cases in order
to generate predictive scores. However, the single prediction target is often unable to capture the
wide range of factors typically involved in any real-world problem. Furthermore, using history to
inform the future runs the risk of reinforcing and repeating historical mistakes and fails to capture
and incorporate human insights on how the world can be improved in future.
Compared to the automated machine learning-based approach, our method can help to reduce

biases in the design choices, increase stakeholders’ acceptance and balance stakeholders’ values for
the following reasons: (1) our method engages stakeholders in the early stages of the algorithm de-
sign and uses stakeholders’ insights to guide the algorithm creation; (2) our method emphasizes the
iterative improving, adapting, and refining based on the stakeholders’ feedback; and (3) our method
evaluates algorithms not only based on accuracy (which is still important) but also stakeholders’
acceptance and impacts of the algorithms on them. However, our method might be more costly
because it takes time and effort to gather information from and about stakeholders and involve
stakeholders throughout the design process.

“Progress not Perfect”. We follow the percept of Value Sensitive Design [23] and the Idea of
Justice [65] that “mere identification of fully just social arrangements is neither necessary nor sufficient”.
The Value-Sensitive Algorithm approach does not aim to eliminate all possible biases and potential
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negative impacts from the algorithms. Instead, the goal is to achieve progress in improving human
well-being.

We will illustrate the method in more detail in the concrete case of designing a recruitment
algorithm for WikiProjects in Wikipedia.

4 DESIGNING VALUE-SENSITIVE RECRUITMENT ALGORITHMS FOR PROJECTS IN
WIKIPEDIA — A CASE STUDY

4.1 Background
4.1.1 WikiProjects Recruitment. A WikiProject is “a group of contributors who want to work

together as a team to improve Wikipedia”2. Prior work [21, 41, 78] suggests that WikiProjects
provide three valuable support mechanisms for their members: (1) WikiProjects enable members
to find help and expert collaborators; (2) WikiProjects can guide members’ efforts and explicitly
structure members’ participation by organizing to-do lists, events like “Collaborations of the Week”,
and task forces; and (3) WikiProjects can offer new editors “protection” for their work, shielding
them from unwarranted reverts and edit wars. As we mentioned in the introduction, despite all the
benefits WikiProjects provide, WikiProjects have been suffering decline. Thus, WikiProjects could
benefit from infusions of new editors.

However, matching editors to WikiProjects is no trivial task: in the English Wikipedia alone, as
of July 2017, there are 500 active WikiProjects covering 3,663,361 encyclopedia articles, 2.9 million
active editors, and 38,628 new editors registering on the site in an average month.

The goal of this case study is to create an intelligent algorithmic tool to matchWikipedia
contributors to WikiProjects.

4.1.2 Wikipedia as Research Platform. Many researchers have sought to conduct experiments
and introduce new technologies into online communities likeWikipedia [12, 24, 28, 30, 31, 50, 56, 67].
This is an appealing approach: online communities like Wikipedia constitute a rich laboratory for
research: they make collaboration, social interaction, and production processes visible, and offer
opportunities for experimental studies. However, to succeed, such studies and experiments require
authentic knowledge of the community in question. This is necessary both to (1) create systems
that actually solve the intended problems, and (2) conduct work in a way that is acceptable to the
community.

However, there has been an unfortunate tradition of academic researchers treating online commu-
nities only as platforms for their studies, rather than real communities with their own norms, values,
and goals. In Wikipedia, research that performs offline analysis of articles and editor actions is
typically non-controversial, but studies that involve interventions often encounter resistance from
editors, and may sometimes be halted before completion [32]. Various sophisticated algorithmic
tools are used to automatically assess the quality of Wikipedia edits and take appropriate actions
[24]. Although these tools can efficiently detect and revert low quality edits, research has shown
that they also might harm the motivation of well-intentioned new members who are still learning
contribution norms [27]. Wikipedia newcomers leave in droves when rudely greeted by algorithmic
tools [29]; this violates a community policy — “don’t bite newcomers” — and has hindered the
growth of the Wikipedia community [66].
Similar problems can occur even for changes to Wikipedia’s interface and content introduced

by the Wikimedia Foundation. For example, in 2014, the Wikimedia Foundation deployed Media
Viewer3, a change to the MediaWiki software that renders images as an overlay when a reader clicks
on them. When this software was first deployed, there was substantial push back from the editing
2https://en.wikipedia.org/wiki/Wikipedia:WikiProject
3https://www.mediawiki.org/wiki/Extension:Media_Viewer/About
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community due to a set of software defects that hid photo licensing information and authorship. The
battle that resulted over who has the right to decide what software changes stick (the Wikimedia
Foundation or volunteer editor consensus) [69] caused a sudden loss of trust between the developers
that maintain the software and the community of editors [54].
The Wikipedia community updated their Wikipedia policy page4 on “What Wikipedia is not”

in 2017 to state explicitly that “research projects that are disruptive to the community or which
negatively affect articles — even temporarily — are not allowed and can result in loss of editing
privileges”. Further, the Wikipedia community has developed best practices for ethically conducting
research on Wikipedia5, which echo this warning and further suggest that at least one researcher
in a study should have “become a [Wikipedia] editor and learned the culture before starting” the
study.
To avoid these problems and have our tool succeed in the Wikipedia community, we followed

our Value-Sensitive Algorithm Design method to create intelligent recruitment algorithms that are
sensitive to Wikipedia contributors’ interests and motivations and the Wikipedia community’s
norms and values.

4.2 Step 1. Understand Stakeholders
There are three different types of stakeholders for this research — newcomers6, WikiProject
organizers, and the Wikipedia community as a whole.

To understand the relevant needs and perspectives of newcomers and the Wikipedia community,
we rely on extensive bodies of prior work. To summarize, from a newcomer’s point of view,
participating in Wikipedia and learning the ropes is difficult [27, 43]. WikiProjects are great places
to obtain help and receive protection [20]. From Wikipedia’s point of view, WikiProjects are an
effective mechanism to structure and guide editors’ efforts [78] and potentially close the topic
coverage gap [40, 74].

However, we know of no prior research that studied the goals and requirements of WikiProject
organizers for recruiting newmembers to their projects. Therefore, we conducted a survey to gather
this data to inform our system design. We began by identifying 23 active WikiProjects7 ranging
across a diverse set of topics, including Military history, Medicine, Video games, and Films. We then
posted survey questions on the talk pages of these WikiProjects to ask organizers about two key
issues: (1) their general interest in recruiting new editors and in using a system that recommends
potential new editors for their project; and (2) their current recruitment strategies, including the
information they needed to know about potential new members to decide whether to invite them.
59 members from 17 WikiProjects responded to our posts and joined the discussions.
Overall, the survey responses showed that organizers were very interested in recruiting new

members, as 29 of them explicitly expressed. For example, one respondent fromWikiProject Military
History, the largest WikiProject in English Wikipedia, wrote that “(Recruiting) is very important.
We have around 1,000 members and many of them are currently inactive, so we are always looking for
new editors to join.” Moreover, project organizers welcomed the prospect of an intelligent system to
help them in identifying promising candidates to recruit. For example, one respondent wrote that
“We’ve done invitations manually on the whole, which has a tendency to miss opportunities ... Overall I
think this could be a good idea.”

4https://en.wikipedia.org/wiki/Wikipedia:What_Wikipedia_is_not
5https://en.wikipedia.org/wiki/Wikipedia:Ethically_researching_Wikipedia
6See detailed definition of newcomers in Section 4.3.1
7Based on the total number of edits made on the related project pages and project talk pages of each WikiProject.
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In sum, the prior work and survey responses collectively suggested the overall goal of the
research — facilitating WikiProject recruitment and encouraging WikiProject participa-
tion — is generally aligned with all the stakeholders’ interests.
Furthermore, through synthesizing the prior work and our survey responses, we also identify

two potential trade-offs and one key insight (See Table 1 for a summary of trade-offs).
Trade-off 1: “Who to recruit?” Note that the newcomers to WikiProjects might still vary a lot

in terms of their experience in Wikipedia. Based on the survey responses, WikiProject organizers
tend to prefer editors with some level of experience. For instance, one respondent explicitly wrote
that “It is more important to attract experienced editors than inexperienced new editors.” Another
editor wrote “those who have made several dozen vg (video games)-related edits have already invested
in getting acclimated to the arcane laws of WP (Wikipedia) and thus make the best targets for outreach.”
However, in Wikipedia, the low retention of new editors has resulted in an overall decline in the
active-editor base [27]. Retaining new editors who do not have experience is at least as equally
important as retaining experienced editors [29, 52]. Although it is beneficial for experienced editors
to join WikiProjects to find collaborators and interesting topics and activities, it is also important
(if not more important) for new editors to find mentors and seek assistance in WikiProjects [20].

Take-off 2: “How to determine the fit?” Prior literature [59] discussed two reasons why new-
comers choose to participate in a specific online group like WikiProjects: (1) they identify with the
group’s purpose (interest-based), or (2) they have personal connections with current members of the
community (relationship-based). Empirical research [77] analyzed 15-year historical data of over
one thousand WikiProjects and confirmed that newcomers with high interest-based connections
and the ones with high relationship-based connections both thrive in the WikiProject. However,
some WikiProject organizers tend to believe that the alignment in edit interest indicates better fit.
For example, one organizer wrote: “(We want to) invite anyone who has a couple of hundred edits
in the Milhist (Military history) area and has edited in the last two weeks.” One respondent wrote
explicitly: “Interaction with other Milhist editors not enough to indicate interest in Milhist”.
Key insight: “Organizers in the loop” . We could have automated the process of inviting

new members to WikiProjects, automatically sending invitation messages and even suggesting
experienced project members as mentors. However, project organizers wanted to “be in the loop”
and to maintain the key role in inviting newcomers. One respondent wrote: “The point is to help
editors be better community members, not to coldly spam invites by algorithm.” Survey respondents
also provided us some insights on how to communicate the results of the algorithms to WikiProject
organizers, as many of them pointed out that they wanted not just a list of recommendations, but
also these editors’ editing information (such as editing patterns and activity level) and the logic
behind the recommendation. For example, one respondent wrote that she/he wants to see a table
listing editors’ attributes: “The table could help us identify editors with a propensity for staying, who
have already showed internal motivation in learning more about WP but could perhaps use some extra
support.”

4.3 Step 2. Identify Algorithmic Approaches and Create Prototypes
We adapt the value analytic method [48] to balance different stakeholders’ values when we design
algorithm prototypes. First, we will remove design options that some stakeholders strongly object
to, such as completely automating the process. Second, design options that some stakeholders find
appealing (and others do not strongly object to) will be foregrounded in the design. Third, we will
adopt a parallel prototyping approach – implementing and deploying multiple designs to handle
varying preferences among stakeholders. We apply these principles to our algorithm designs.
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Stakeholders in Wikipedia
Design Components Newcomers WikiProject Organizers Wikipedia as a Whole

Who to Recruit
Experienced
Newcomers

(+) find collaborators
(+) find related topics (+) quickly adapt and contribute (+) retain active editors

(+) increase overall contributions
Inexperienced
Newcomers

(+) find help to start with
(+) find mentors

(-) not the most productive
editors to recruit

(+) help alleviate the decreasing
trend of the active-editor base

How to Determine
the Fit

Interest-based
Match (+) find interested topics (+) identify reliable contributors

Relationship-based
Match (+) find familiar collaborators (-) maybe not the most productive editors

Table 1. Perspectives of different stakeholders regarding new member recruitment in WikiProjects.

4.3.1 Candidate selection. Based on the results of the previous step, we created algorithm
prototypes for recommending potential new members to WikiProject organizers. However, we first
had to define the set of Wikipedia editors for the algorithms to evaluate:

• Editors had to be active; they had to have made five or more edits in the previous month
[22, 50].

• Editors should not already be involved with a project; anyone who already had edited the
project page for a WikiProject would not be recommended. This indicated they already had
knowledge of WikiProjects.

• Editors could be new to Wikipedia or moderately experienced (but not highly experienced). This
instantiated the trade-off we identified previously. Socializing and retaining “brand new”
editors is very important for Wikipedia, but it is more difficult to predict how well-suited they
are for a project or how good a job they will do after joining the project. Therefore, while
we decided to include these new-to-Wikipedia editors (whom we refer to as “inexperienced
newcomers”), we also included more experienced editors who were not yet involved in
a WikiProject (whom we refer to as “experienced newcomers”). We operationalized them
following the Wikimedia Foundation’s guidelines [22] :
– Inexperienced newcomers are editors who have successfully completed at least five but
less than one hundred edits.

– Experienced newcomers are editors who have successfully completed at least one hundred
but less than one thousand edits.

We ruled out editors who had made more than one thousand edits in Wikipedia, as they tend to be
well socialized into Wikipedia, have their own editing routines, and are likely already to be aware
of WikiProjects.

4.3.2 Recommendation algorithms. To balance the different perspectives on how the fit should
be defined, we created four different recommendation algorithms and grouped them into two
general approaches.

• Interest-based algorithms rank candidate editors based on how closely their editing history
matches the topic of a WikiProject.
– The rule-based algorithm ranks the match of an editor to a WikiProject by counting the
number of (recent) edits by that editor to articles within the scope of the project. Such edits
are a strong indicator that the editor is interested in the project’s topic.

– The category-based algorithm ranks editors by computing a similarity score between
an editor’s edit history and the topic of a WikiProject. We followed prior research [8, 77]
to represent both editors’ histories and WikiProjects’ topics as vectors whose elements
represent each of the 12 top-level Wikipedia categories8. Each element is a real number

8https://en.wikipedia.org/wiki/Portal:Contents/Categories
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between 0 and 1 representing the degree of interest in the corresponding category. Editors’
vectors are calculated based on theWikipedia categories of articles they edited, and projects’
vectors are aggregated from the categories of all articles within their scope. We use the
standard cosine similarity metric to compute similarity between the two vectors.

• Relationship-based algorithms rank candidate editors based on relationships with current
members of a WikiProject.
– The bonds-based algorithm ranks editors by the strength of “social connections” the
editor has to current members of a WikiProject. Prior research [58, 77] suggests that such
social connections are a good predictor of a new editor becoming a successful contributor
to a WikiProject. We followed this prior research to operationalize social connections by
counting the number of edits a candidate editor made to the user talk pages of current
members of a WikiProject.

– The co-edit-based algorithm is a version of collaborative filtering [60, 63] and is inspired
by the design of SuggestBot [12]. Candidate editors are ranked by the similarity of their edit
histories to the edit histories of current members of a WikiProject. We use the approach
of Warncke-Wang et al. [76] to handle the sparse overlap of edits between two editors.
Specifically, the similarity between two editors is calculated as the intersection of articles
the two editors edited divided by the multiplication of the square roots of the numbers of
unique articles those two editors edited.

Note that if we rank experienced newcomers and inexperienced newcomers all together, the
experienced ones might overshadow the inexperienced ones. Therefore, we decided to rank the
two types of newcomers separately.

4.3.3 Presentation and explanation of the recommendations. We also designed a user interface
for presenting recommended new editors to WikiProject organizers. We decided to include several
recommendations from each of the algorithms, resulting in a total of about 12 recommended new
editors per batch. The user interface was implemented as an interactive element within a Wikipedia
page. Recommendations were presented in a sortable table that showed basic information about
each candidate editor, such as their registration date and the total number of Wikipedia edits. We
also provided explanations for each recommendation; the explanations were based on the research
that motivated each algorithm. To take one example, the explanation for the bonds-based algorithm
followed the findings of [77] to suggest that these editors were likely to have good retention within
the project. Figure 1 shows what our user interface9 looks like after deployment and refinement in
response to organizers’ feedback.

4.4 Step 3: Define methods for working with the community
We took several approaches to ensure that how we conducted our research was consistent with
Wikipedia norms and acceptable to the WikiProject communities.

• We communicated our research plan early with the community. We published an initial
research plan on the Wikimedia Meta-Wiki10, a global community forum for Wikimedia
projects and activities. We also shared the plan through other relevant discussion boards
and public channels, including Wikimedia research community mailing lists11, WikiProject

9This is populated with made up data to preserve participant privacy.
10https://meta.wikimedia.org/wiki/Main_Page
11https://lists.wikimedia.org/mailman/listinfo/wikimedia-l
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Fig. 1. Prototype newcomer recommendations for WikiProject organizers. We embed the explanation of why
the editor can be a useful contributor and the definition of editor status in the rollover text.

X12, the Wikipedia Village pump13, and the Wikipedia Teahouse14. This let us obtain and
incorporate input from relevant stakeholders, and also helped inform several key system and
study design decisions.

• Recruit participants usingmethods consistentwith the community’s norms andprac-
tices. We recruited WikiProject organizers through an opt-in process; the lead researcher
created a sign-up table on the talk page of his Wikipedia account for organizers to register
their interest. To bring this to the community’s attention, we collaborated with several active
participants who publicized our study. We also worked with theWikipedia Signpost15 to write
an article explaining our study and informing WikiProject organizers how to participate.

4.5 Step 4: Deploy, Refine, and Iterate
As noted above, we delivered four distinct batches of recommended new editors to WikiProject
organizers over a 6-month period. Each batch included a brief survey that asked the organizers to
rate the quality of the recommendations and give overall feedback. We made refinements to our
system after Batches 1 and 2. We describe the changes we made the system in this subsection.

4.5.1 From Batch 1 to Batch 2. Based on the survey responses and other feedback, we made the
following changes to our system before computing and delivering the second batch of recommen-
dations.

• Refine algorithm explanations. Our initial research-based explanations were not helpful
to project organizers. Instead, we rewrote them to focus on why recommended new editors
might be useful contributors to their projects.

• Add filters to screen out candidate editors who have been blocked, banned, or received
warning messages. Our initial algorithms could recommend any sufficiently active editors.
However, WikiProject organizers noticed that we recommended some editors with problem-
atic edit histories, e.g, some of them had been blocked, banned, or warned for vandalism, or
had been reverted frequently. As one organizer said:
“[The] user’s edits were immediately reverted, looked like they started out trying to be
helpful but became outright vandalism.”

• Temporarily remove bonds-based and category-based matching algorithms, because
some project organizers were confused by the rationales behind these algorithms.

12https://en.wikipedia.org/wiki/Wikipedia:WikiProject_X
13https://en.wikipedia.org/wiki/Wikipedia:Village_pump
14https://en.wikipedia.org/wiki/Wikipedia:Teahouse/About
15https://en.wikipedia.org/wiki/Wikipedia:Wikipedia_Signpost
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4.5.2 From Batch 2 to Batches 3 & 4. At this point, organizers generally were satisfied. However,
we identified several changes to enhance the system effectiveness.

• Boost thresholds in matching algorithms to improve recommendation quality. For exam-
ple, candidate editors will be recommended by the rule-based matching algorithm only if
they made at least five edits on project-related articles in the previous month (instead of any
edits, as in the original version).

• Reinstate the category-based matching algorithm, and update the explanation.

4.6 Step 5: Evaluate Algorithms’ Acceptance, Accuracy, and Impacts
In the next section, we evaluate our algorithmic system based on (1) whether it is Acceptable to
the Wikipedia community’s values, (2) whether it Accurately solves community problems, and (3)
whether it has positive Impacts on the community’s outcomes and processes.

4.6.1 Community Acceptance
. The survey responses and other feedback from organizers and new editors were positive. This
gave us confidence that our system was acceptable to the community. One project organizer wrote:

“I really think [Anonymized Researcher] is on to something here. To date, recruitment of
new editors to WikiProject Military history has been rather organic, with coordinators
inviting them to join when we notice someone new via our watchlisted articles. But no-one
has all our articles watchlisted. This puts some science behind recommendations, and
will be a great supplement to the current processes. We’ve already had new members join
thanks to [Anonymized Researcher]’s tool. I’m looking forward to seeing where this goes.”

Another organizer wrote:
“My experience has been positive. The majority of the recommendations have been clueful
and we’ve had a few positive responses. ”

An organizer pointed out a key value of our system to them:
“I would recommend the tool to others as a valuable way to reach new editors who might
otherwise slip through the cracks, and who might prove to be valuable members of the
community. Early guidance in Wikipedia’s rules, customs, and culture is likely to make
for a smooth transition from new editor to established editor, and I believe this tool will
enable established users to more effectively and systematically reach a better cross section
of new potential editors for the WikiProject.”

Editors who were invited to join projects also reacted positively. For example, an editor invited
to join WikiProject Visual arts wrote:

“Hi, dear [Organizer], how nice of you to get in touch. I added the sites you mentioned to
my bookmarks here. It’s a great feeling to be able to connect and ask questions if necessary.
Right now I’m on my way to write a new article for the German Wikipedia — and I’m
translating the German article on de:MuseumWiesbaden for the English Wikipedia-article,
as this has been a stub. But I also added the Cleanup listing for further checking on it.
I cannot work many hours a day, but I try to do my best to help! Kind regards, –[New
Editor]”

Another editor invited to WikiProject Africa appreciated the resources the organizer provided
and wrote:

“Hi [Organizer], This is [New Editor]. Thank you for reaching out to me and thank you
for informing me about the WikiProject Africa talk page. I will definitely put that page
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Algorithm Types Newcomer Types

Rule-based Category-based Bonds-based Co-edit-based Exp.
Newcomers

Inexp.
Newcomers

Avg. Ratings 3.24 2.36 2.33 2.76 2.85 2.88
Invitation Rates 47% 16% 22% 28% 34% 32%

Table 2. Average ratings of newcomers of different types and recommended by different algorithms. The
ratings are on a 5-point Likert scale.

on my watchlist. The links you sent are interesting, thank you for sharing them with me.
Thank you once again for reaching out to me, I appreciate it. [New Editor] ”

Given that our system was acceptable to the community, we also sought to carefully evaluate our
system and understand the impacts of our system.

4.6.2 Algorithm Accuracy
. To evaluate the algorithms, we seek to answer the following three questions.
(1) How do WikiProject organizers value the recommendations delivered by our algorithms?
(2) How do WikiProject organizers act on the recommendations and invite recommended new

editors to their projects?
(3) Do any of our algorithms work better than others?
Overall 26WikiProject organizers from 39WikiProjects signed up to use the algorithmic tool.

16 organizers representing 18WikiProjects actively used the tool. During the six-month period, we
sent out 385 recommendations. For each recommendation, we included a link that let organizers
rate “How good a fit is this editor for your project?” on a 5-point Likert scale, and received 229
ratings in total. Organizers acted on the recommendations and sent out 100 invites to newcomers
in total.

Table 2 presents the average rating and invitation rate for the four different types of algorithms,
and the average rating for experienced and inexperienced newcomers respectively. Table 3 shows
the relationship between ratings and invitations for the two types of newcomers. The results
suggest that:

(1) The rule-based algorithm was rated higher and resulted in more invitations compared to the
other three types of algorithms: Category-based, Bonds-based and Co-edit-based. The average rating
for the rule-based algorithm is 3.24, significantly higher than the other three types of algorithms
(t = 3.51, p <.001). The invitation rate for the rule-based algorithm is 47%, which is also higher
than Category-based (16%), Bonds-based (22%), and Co-edit-based (28%). There is no significant
difference among the other three algorithms.

(2) The average ratings (2.85 v.s. 2.88) and the invitation rates (34% v.s. 32%) are not that different
between experienced and inexperienced newcomers. Experienced newcomers did not overshadow
the inexperienced newcomers — both types of newcomers got an equal chance to be invited to join
WikiProjects.

(3) Table 3 shows that newcomers who received low ratings (1 or 2) were rarely invited. This is
not surprising. However, not all newcomers who received high ratings (4 or 5) were invited. For
example, 35% of the newcomers who received a rating of 5 (i.e., an excellent fit for the project) were
not invited. This opens up opportunities for future research to better understand the discrepancy
between organizers’ ratings and actions, which will help inform algorithm and system designs.

4.6.3 Impacts on the Community
. Our evaluation on the impacts on the community seeks to answer the following two questions:
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Ratings 1 2 3 4 5 Total
Exp. Newcomers 3% 4% 16% 84% 64% 34%
Inexp. Newcomers 0% 0% 50% 48% 67% 32%
Total 2% 3% 32% 70% 65% 33%

Table 3. Invitation rates for two types of newcomers at different ratings. 5 means the editor is an “Excellent
fit” for the target WikiProject, and 1 means “Not a good fit”.

(1) What happened to the newcomers if WikiProject organizers invite them to the projects?
Specifically, do the newcomers participate and contribute? And how is receiving an invitation
from an organizer different from receiving template invitations from the researcher team, or
receiving nothing?

(2) Are there second-order effects? For example, if invited editors do participate in the projects
they were invited to, are they shifting their Wikipedia editing there, or increasing the overall
amount of Wikipedia editing?

We designed our evaluation to systematically answer these questions.

Fig. 2. An overview of how the experimental groups were formed. Green rectangles represent the six groups.
Note that Groups Q/RI, Q/RT, and Q/XX were only introduced in Batches 3 and 4.

Study Design. Althoughwemade changes after the first two batches, these batches also potentially
impacted the community. Therefore, our formal evaluation of the impacts of our system reports on
all four batches (Our models include ‘batch’ as a random effect, thus allowing us to check whether
different batches had different impacts).

Our study included six experimental groups, allowing us to evaluate the effects of our algorithms
against different relevant baselines (see Figure 2 for an overview). To understand how the groups
were formed, we first revisit what we mean by qualified editors. Qualified editors are the set of all
editors determined to be suitable new members for any of the WikiProjects in our study by any of
our algorithms. Thus, unqualified editors are not necessarily “bad Wikipedia editors”. They simply
were not assessed to be suitable for any of the target WikiProjects by algorithms.

• Not Qualified (NQ). Active editors that none of our algorithms judged to be relevant to
any of our target WikiProjects. We randomly selected 800 editors (200 per recommendation
batch) for this evaluation purpose.
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• Qualified, Received Nothing (Q/XX). Qualified editors who received no treatment; they
were not presented to organizers, and they received no message. This group serves two
purposes: (1) By comparing “NQ” and “Q/XX”, we can test whether our algorithms actually
distinguish “qualified” and “unqualified” newcomers. (2) By comparing this group to all the
other groups that received a treatment, we can evaluate the effects of those treatments.

• Qualified, Organizer Invited (Q/OI). These qualified editors were included in the recom-
mendations delivered to WikiProject organizers and were invited by the organizers. We note
that WikiProject organizers may send a one-click invitation using our template message
or customize the invitation message before sending. The majority of organizers chose to
customize their invitations.

• Qualified, Organizer not Invited (Q/ONI). These qualified editors were included in the
recommendations delivered to WikiProject organizers but were not invited by the organizers.

• Qualified, Researcher Invited (Q/RI). We were interested in evaluating the efficacy of
automated invitations to new editors. Therefore, we randomly selected a subset of qualified
editors not included in the recommendations sent to project organizers, and we sent them
the general template invitation message (from the lead researcher’s Wikipedia account).

• Qualified, Researcher Thanked (Q/RT). The research literature shows that a simple social-
ization message or even just an acknowledgement can have a significant positive influence
on new editors [9]. Therefore, we randomly selected a subset of qualified editors not included
in the recommendations sent to project organizers, and sent them a simple “thank you for
your effort” message (again from the lead researcher’s Wikipedia account).

Outcome variables. We measured the effect of our system on new editors, specifically in terms of
the number of their edits within the relevant WikiProjects and in the rest of Wikipedia16. Thus,
our outcome variables were:

• Within-project edits: We define the edits the editor made on any article claimed within
the scope of the target WikiProject (including edits on both article pages and article talk
pages) as within-project edits17. We computed the change of edits the editor made one week
before and one week after18 the point of algorithm evaluation (for groups that do not involve
interventions — Groups: NQ, Q/XX, and Q/ONI ) or the point of receiving the intervention
message (for groups that involve interventions — Groups: Q/OI, Q/RI, and Q/RT ).

• Outside-project edits: The metric is computed the same as within-project edits except that
we calculated the number edits made outside the target project’s scope (e.g., the total edits
made in Wikipedia subtracted by with-project edits).

Statistical Model. We used a linear random-effect (mixed) model with each batch as a group19. We
used the model to examine how the six different editor groups (i.e., Q/OI, Q/ONI, Q/RI, Q/RT, Q/XX,
and NQ) performed differently in terms of their within-project and outside-project contributions
after being evaluated or invited.
We used condition Q/XX as the baseline in the model for the reasons we stated earlier: (1) by

comparing NQ and Q/XX, we can test whether our algorithms actually distinguish “qualified” and

16We explored two additional outcome variables in our exploratory analysis: (1)Withdrawal fromWikProjects andWikipedia
(with survival analysis), and we draw very similar conclusions compared to the edits-based outcomes; (2) Quality change
before and after the interventions, and we did not see any significant change over the observational window.
17For newcomers in Group: NQ, we considered all the WikiProjects signed up in our study as their potential target
WikiProjects, and computed the average number as their within-project edits.
18We tried both one week and one month as the observation window for our analysis, which showed very similar patterns.
Therefore, in the paper we only report the results with one week as the observation window.
19Stata command: xtreg, re.
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Experienced newcomers Inexperienced newcomers
Within project

Model 1
Outside project

Model 2
Within project

Model 3
Outside project

Model 4
Coef. S.E. 95% C.I. Coef. S.E. 95% C.I. Coef. S.E. 95% C.I. Coef. S.E. 95% C.I.

Q/XX (Intercept) .38 *** .09 [.21, .56] .94 * .44 [.08, 1.81] .18 ** .06 [.06, .29] .91 *** .22 [.46, 1.34]
NQ v.s. Q/XX -.36 *** .10 [-.56, -.16] .61 .50 [-.37, .1.60] -.17 ** .06 [-.29, .05] -.45 .24 [-.92, .02]
Q/OI v.s. Q/XX .43 ** .16 [.13, .74] .54 .77 [-.97, 2.04] .01 .09 [-.16, .19] -.44 .35 [-1.12, .24]
Q/ONI v.s. Q/XX -.05 .12 [-.28, .19] .03 .58 [-1.11, 1.17] -.09 .07 [-.24, .05] -.47 .29 [-1.03, .09]
Q/RI v.s. Q/XX -.05 .21 [-.46, .36] .17 1.04 [-1.86, 2.20] -.06 .10 [-.27, .14] -.57 .41 [-1.37, .23]
Q/RT v.s. Q/XX -.34 .19 [-.70, .03] .62 .92 [-1.18, 2.42] .16 .10 [-.04, .36] -.70 .40 [-1.48, .09]
Table 4. Summary of the change of new editors’ activities in different groups using Group: Q/XX as the model
baseline. *** p <.001, ** p <.01, * p <.05. Notice that Groups Q/XX, Q/RI, and Q/RT are only introduced in
Batches 3 and 4 and Groups NQ, Q/OI, and Q/ONI span all the batches, therefore we used the batch number
as random effects in the models to eliminate its effects and to ensure the correctness of our results.

“unqualified” newcomers. (2) By comparing Q/XX to all the groups that received a treatment, we
can evaluate the effects of those treatments.

Consider model 1 as an example. The predicted within-project edits for the baseline Group: Q/XX
is 0.38 (intercept). Because we operationalize within-project edits as the edits change over the
observation period (in ratio), we interpret the result as editors’ edits in Group: Q/XX on average
dropped 1 - (.38) = 62% over the observation period. In model 1, the coefficient of NQ v.s. Q/XX is
-0.36, which suggests that the predicted value for Group: NQ is 0.02. Therefore, we interpret the
result as editors’ edits in Group: NQ on average dropped 1 - (.02) = 98%. We interpreted the results
in the same way in the rest of the paper.

Results. We now present our answers to our questions.
Question 1:What happened to thenewcomers if they received invitations fromWikiPro-

ject organizers? Specifically, do the newcomers participate and contribute? And how is receiving
organizers’ invitations different from receiving template invitations from the researcher team, or
receiving nothing?

In Models 1 and 3 (in Table 4 and Figure 3), we compared the within-project contributions of the
six newcomer groups (i.e., NQ, Q/XX, Q/OI, Q/ONI, Q/RI, and Q/RT ), separating experienced and
inexperienced newcomers. We used Group: Q/XX, i.e., Qualified, Received Nothing as the baseline in
our models. The results of our models are:

(1) WikiProject newcomers’ (both unqualified and qualified newcomers) in-project contributions
on average dropped sharply over the observation period. This pattern is consistent with the findings
of prior work [9] and confirms the challenge of newcomer socialization in Wikipedia [43, 68].
However, qualified newcomers dropped less than unqualified newcomers. On average unqualified
experienced newcomers (NQ) decreased their edits by 98% in the two week observation period,
while qualified experienced newcomers who received nothing (Q/XX ) decreased by 62%. The
difference is statistically significant (Coef. = -0.36, p <.001). Unqualified inexperienced newcomers
(NQ) decreased their edits by 99% in the two weeks’ observation period, while qualified experienced
newcomers who received nothing (Q/XX ) decreased by 82%. The difference is statistically significant
(Coef. = 0.17, p <.001). This provides evidence that our algorithms can identify newcomers who are
more suitable and have potential to become serious contributors for the target WikiProjects.
(2) Experienced newcomers who received an invitation from a WikiProject organizer (Q/OI )

had a 43% increase in their in-project activity over the baseline Group: Q/XX. But we do not
see the same pattern among inexperienced newcomers. Experienced newcomers in the baseline
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(a) Within-project edits: exp. newcomers (b) Within-project edits: inexp. newcomers

Fig. 3. The effects of algorithm-based interventions on newcomers’ within-project contributions. The plots
show the predicted values, i.e., value 1.0 at the y-axis indicates editor’s contributions did not change during
the observation period. The error bar indicates the 95% confidence interval.

(a) Outside-project edits: exp. newcomers (b) Outside-project edits: inexp. newcomers

Fig. 4. The effects of algorithm-based interventions on newcomers’ outside-project contributions. The plots
show the predicted values, i.e., value 1.0 at the y-axis indicates editor’s contributions did not change during
the observation period. The error bar indicates the 95% confidence interval.

(Group: Q/XX ) reduced their edits by 62% over the two-week observation period. In contrast,
experienced newcomers in Group: Q/OI only decreased by 19%. The difference is statistically
significant (Coef. = .43, p <.01). However, we do not see the same pattern among inexperienced
newcomers. Inexperienced newcomers who received invitations from WikiProject organizers were
statistically indistinguishable from the baseline group (Coef. = .01, p n.s.).

(3) Receiving an invitation or thank-you message from the researcher had no impact on newcom-
ers’ within-project contributions, whether they were experienced or inexperienced. There were
no significant differences between the baseline (Q/XX ), newcomers who received invitations from
the researcher (Q/RI ), and newcomers who received thank-you messages (Q/RT ). This was true for
both experienced newcomers (Coef. Q/RI v.s. Q/XX = -0.05, p n.s.; Coef. Q/RT v.s. Q/XX = -0.34, p
n.s.) and inexperienced newcomers (Coef. Q/RI v.s. Q/XX = -0.06, p n.s.; Coef. Q/RT v.s. Q/XX =
0.16, p n.s.).

Question 2. Are there second-order effects? The key point here is to determine whether
increased activity within a WikiProject led to reduced activity outside the project; if so, this suggests
the effect of the intervention is to redirect a finite amount of editor effort, rather than increase
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overall editor effort. Even the former can be useful, if effort is redirected to areas of community need
[35, 44, 75]. However, from the point of Wikipedia as a whole, the latter obviously is preferable.

Model 2 (shown in Table 4 and Figure 4) shows that the increase in edits within targetWikiProjects
by experienced newcomers in Group: Q/OI (those who received an invitation from WikiProject
organizers) did not come at the cost of fewer edits in the rest of Wikipedia. Moreover, none of the
groups that received messages (Groups: Q/OI, Q/RI, and Q/RT ) were statistically different from the
baseline (Group: Q/XX ) in outside-project contributions for either experienced or inexperienced
newcomers. Therefore, we found no evidence that the system treatments negatively impacted
outside-project contributions.

5 DISCUSSION
5.1 Summary of the case study
The case study of WikiProject intelligent recruitment tool illustrated the Value-Sensitive Algo-
rithm Design method. Our evaluation showed that (1) the algorithmic tool was well received by
the community; (2) inexperienced editors and experienced editors were equally invited by the
project organizers through the recruitment algorithms; (3) only experienced editors who received
invitations from project organizers had a significant increase in their within-project activities over
the baseline group; and (4) the increase in the invited experienced editors’ contributions did not
come at the cost of fewer edits in the rest of Wikipedia.
One question we consider is: why did only one experimental group — qualified experienced

newcomers who received invitations from project organizers — see an increase in their activity
over the baseline? We consider two factors that could play a role in this outcome: (1) receiving a
message from organizers; (2) being experienced rather than inexperienced.

Regarding why receiving a message from project organizers has had a positive impact, we consider
four possibilities.

(i) It wasn’t receiving the message, it was being selected by the organizer. The simplest explanation
is that project organizers did additional investigation of candidate editors before inviting them.
Our interface gave organizers one-click access to candidate editors’ user talk pages, from which
they could learn about their edit history. Therefore, perhaps organizers only selected the most
promising candidate editors.

(ii) It was the interaction between the organizer and the new editor. Once organizers invited a new
editor to their project, they also could interact with and mentor that new editor, which generally
would have a positive impact on the new editor’s activity within the project. We saw evidence to
support this possibility. Here is what a new editor told us: “I’ve received outreach from other member
in the project, and I’ve been helped out ... When you join a project like Chicago it’s so much work to be
done. But I’ve received help from [Anonymized name] the organizer so I don’t feel like I am doing it
alone. I feel that’s really helpful.” We also received some inquiries from new editors in response to
the automated invitations we sent. However, it was not in our protocol to respond, nor would we
have had the domain knowledge to do so in any case.
(iii) It was the organizer’s record and reputation. Perhaps it was motivating to be invited by a

project organizer with an established record. For example, one invited new editor wrote:“I would
be honored to work with [Organizer] on any articles he needs help with.”
(iv) It was the wording of the organizer’s invitation. Since project organizers usually customized

the invitation messages they sent out, perhaps those messages were tailored to the invited editors,
and thus were more motivating.

And of course, some combination of all these factors may be having an effect. Therefore, future
work is needed to tease apart the effects. For example, we might ask project organizers to identify
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all the candidate new editors that they would choose to invite. We then could control the treatments
these editors receive, such as a personalized invitation from the organizer, an automated template
invitation, an automated thank-you, or nothing at all.

Regarding why being invited to a project by an organizer had no effect on inexperienced newcomers,
the most plausible explanation is that these editors were still too new to Wikipedia. These editors
may still have so much to learn about Wikipedia skills and norms that they cannot take advantage
of an invitation from a project organizer. There was some evidence for the this possibility, as seen
in several messages from inexperienced newcomers to the organizers who invited them: “Hi, I
received an invitation from you to join this project following edits I’d apparently made relating to
it ... I can’t find the project page you refer to, so I can’t really help, sorry!” In future work, we will
explore how to better support the inexperienced newcomers with potential. One possible way is to
first direct inexperienced editors to useful resources such as Teahouse [50] in order to help them
become accustomed to Wikipedia culture, ask questions, and develop community relationships,
instead of asking the inexperienced newcomers to contribute to projects right away.

5.2 Reflection on the Value-Sensitive Algorithm Design Method
Twenty-one years ago, Ben Shneiderman and Pattie Maes had a famous debate on direct manip-
ulation versus automated agency on user interface design at CHI’97 [46]. “Direct manipulation”
suggests enhancing a user’s ability to directly manipulate interfaces, access information, and invoke
services, while “automated agency” centers on building machinery for sensing a user’s activity and
taking automated actions. In 1999, Eric Horvitz [33] proposed twelve “Mixed-Initiative” principles
that provides a foundation for integrating research on direct manipulation and automated agency.
The goal of mixed-initiative design is to allow intelligent services and users to collaborate efficiently
to achieve a user’s goals.
Similar to the mixed-initiative approach in user interface design, the goal of Value-Sensitive

Algorithm Design is to integrate human control and automated systems. We avoid building
complex systems that rely solely on automatic data mining. On the other hand, we do not want to
revert to complete human control and ignore the significant efficiencies gained from automated
approaches. Value-sensitive algorithm design attempts to seek valuable synergies between human
control and automated systems, especially through:

• Using multiple relevant stakeholders’ insights to guide the specific algorithmic
choices. Relating to the case study, we translated newcomers’, WikiProject organizers’, and
the Wikipedia community’s “values” into algorithm design choices, including the definition
of the inclusion criteria and four different matching algorithms — the rule-based algorithm,
the category-based matching algorithm, the bond-based algorithm, and the co-edit-based
algorithm.

• Considering social and organizational context in the algorithm creation. Specifically,
we want to design algorithms that can facilitate, augment, and improve current organizational
processes. The idea is similar to the principle of “value-added automation” proposed in [33].
Relating to our case study, based on the suggestions of community stakeholders, we decided
that current project organizers should have the final say on who should be invited and
manually extend invitations, rather than automating the whole invitation process.

• Working closely with relevant stakeholders and engaging them in the early itera-
tion and refinements. In our case study, we communicated our research plan early with
the community and proactively initiated discussions on relevant discussion boards and public
channels. We iteratively pre-tested and refined our algorithm design with a small set of
WikiProjects before deploying the tool at large scale.
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• Evaluating not only the accuracy, but also the acceptability and impacts of algo-
rithms. In our case study, we evaluated our algorithmic tool based on (1) whether it was
acceptable to project organizers and new members, (2) whether it accurately solved commu-
nity problems by measuring the organizers’ subjective ratings of the algorithm output and
the invitation rate, and (3) whether the algorithm had a positive or negative impact on the
invited newcomers’ subsequent performance.

The Value-Sensitive Algorithm Design method suggests a specific 5-step procedure on how
to engage in a particular kind of algorithm design inquiry. However, like other design methods,
“the execution of a method may correspond more or less closely to its descriptive form” [23]. The
value-sensitive algorithm design method is intended to be open to adaption and evolution, in
response to the actual design situation.

5.3 Applications of the Method
We see the Value-Sensitive Algorithm Design method best suited for solving “wicked” problems [4]
that lack clear ground truth. Recruitment algorithms, as well as the examples mentioned in the
introduction, such as recidivism risk assessment algorithms and risk modeling algorithms for the
maltreatment of children, are examples. For these problems, the actual evaluation outcomes (e.g.,
the suitability of candidates to an group or an organization, the risk of re-offending, and the severity
of child maltreatment) are difficult to observe. However, future studies need to be conducted to
verify whether this method can be applied in other contexts.

5.4 Challenges and Opportunities
Our case study about creating recruitment algorithms for WikiProjects demonstrated the value
and promise of the Value-Sensitive Algorithm Design method. However, it also surfaced difficult
challenges. Specifically, it is challenging to explain and articulate our algorithms in ways that enable
stakeholders to understand them sufficiently and provide sensible feedback to improve them; this
constitutes a barrier for stakeholders to be fully engaged in the process. We note that researchers
in Explainable Artificial Intelligence (XAI) have made great progress on transforming complex
models, such as neural networks, into simple ones, through approximation of the entire model
[13, 70] or local approximation [61]. Despite the mathematical rigor, there are recent critiques that
this line of research is built based on the intuition of researchers, not on a deep understanding of
actual users [49]. That is, there is limited empirical evidence whether these intelligible models and
explanation interfaces are actually understandable, usable, and practical in real-world situations
[1, 17]. Therefore, one promising research direction is to improve the usability of explanation
interfaces for non-expert users in real-world situations and perform empirical studies to evaluate
the efficacy of these interfaces.
The second challenge is how to address the fundamental mismatch between human styles of

interpretation, reasoning, and inputs and statistical optimizations of high-dimensional data [5].
Specifically, how can we effectively translate human insights and inputs to adjust and improve
algorithms? There is lack of holistic understanding of the mapping space between human inputs
and algorithmic design options. Furthermore, there is no interface support to effectively elicit users’
insights about how to improve algorithms and visualize their influence.

The third challenge is that if we allow amassive number of people with diverse values, preferences,
opinions, and interests to influence algorithms, how do we appropriately aggregate their inputs to
ensure algorithm justice and accountability? For example, how can we deal with value conflicts?
How can deal with stakeholders’ different levels of participation at different design stages? Note
that many intelligent algorithms (including the recruitment algorithm in our case study, recidivism
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prediction, and child maltreatment prediction algorithms mentioned in the introduction) are
designed to address a “collective problem” that by nature will impact large groups of people with
diverse perspectives and interests simultaneously. In other words, individualized and personalized
approaches of adjusting algorithms are not sufficient. It would be interesting to explore socio-
technical solutions to allow people to collectively design, train and modify the algorithms and
publicly negotiate the outcomes.

Another challenge is that companies or government agencies might intentionally hide algorithmic
decision-making procedures from public scrutiny. This challenge has to be addressed through
legislative efforts.

To bridge the gap between algorithm experts and non-expert stakeholders, educational innovation
is also critical. In our vision of algorithm education, on the one hand, we need to teach future
algorithm developers to think not just about “solving problems” but also to respect the needs,
motivations, and values of stakeholders. Human well-being should be considered throughout the
process of algorithm development in a principled and comprehensive manner. On the other hand,
we want to educate an algorithmically literate society and promote “algorithmic thinking” at all
levels. For example, we might want to teach students how to reason about application/technological
advances, algorithm concepts, and intelligent systems, and how to understand such systems.

6 CONCLUSION
We proposed a novel approach to the design of algorithms, which we call Value-Sensitive Algorithm
Design. This approach incorporates stakeholders’ tacit knowledge and insights throughout the
design process. As a case study, we designed and deployed an algorithmic tool to help WikiProjects
identify and recruit new members; this study demonstrates the value and promise of the new
method and surfaces important new challenges.
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